EMBEDDING B, INTO MUCKENHOUPT CLASSES
THEMIS MITSIS

AsstracT. What is the smallesp for which a weight in the Reverse
Holder classB,, also belongs to the Muckenhoupt class? We give
an asymptotically sharp answer to this question.

1. INTRODUCTION

Let w be a weight, that is, a positive locally integrable functionRsh
We say thatv belongs to thé,, class if there exists a constabt> 0 such
that for all cubesQ (here and in the rest of the paper, by the term cube we
will always mean a cube with sides parallel to the coordinate axes) we have

wW(X) < Ci fw, for almost allx € Q,
1Ql Jq

where| - | denotes Lebesgue measure. The smallestGuslitalled theB,,
constant ofv and is denoted b..(w). Clearly,B..(w) > 1.

This class was first defined by Franchi [3], and then, extensively studied
by Cruz-Uribe and Neugebauer [2]. Earlier tBg condition appeared in
the papers by Andersen and Young [1] and Muckenhoupt [5].

Every B, weight satisfies a reversedldler inequality (of arbitrary expo-
nent) and consequently belongs to a Muckenhoupt dgséor a certain
p, 1 < p < co. Recall thatA, consists of those weights for which there
existsC > 0 such that for all cube®

1 1 a1 p-1
(@qu)(@ QW") =C

It is therefore of interest to try to determine the smallest posgibfer
which aB,, weight belongs td\,. “Smallest” should be understood in the
asymptotic sense, that is, as g constant ofv approaches 1.

The purpose of this paper is to prove the following asymptotically sharp
result.

Theorem. There exist posigve constarts, C,,, with C,, > 1, such that for
everyw € B, with B, (w) < C,, we have

we A, forall p>1+C,logB.(w).
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The conclusion of the Theorem conforms with our intuition. B\gw)
approaches ly tends to be a constant function, and therefore, one expects
it to tend to belong to evers, class.

To see why the Theorem is asymptotically sharp as well, consider the
power weight

W, (X1, ..., Xn) = [Xal’, p > 0.
A calculation shows that

log B (W,) ~ p, forp < 1.
Now, in order forw, to belong toA, we neeg < p — 1, which means
p> 1+ ClogB.(W,).

2. Nortarion , TERMINOLOGY AND PRELIMINARIES

Throughout the paper the capital let@and its variant<,, C,, ... de-
note various positive constants not necessarily the same at each of their
occurrencesC, denotes constants depending on the dimensjagain not
necessarily the same each time they occur.

If dxis Lebesgue measure amdis a weight, therdw is the measure
defined bydw = wdx In that case, we write/(A) instead ofdw(A) for any
measurable sei.

We say that a weightv is doubling if there exist€ > 0 such that for
every pair of concentric cubed c Q with |Q| = 2"|Q| we have

w(Q) < CWQ).
The smallest suck is called the doubling constant @f, denoted byD,,.
Every B, weight is doubling.
Let w be a weight and a dw-locally integrable functionf is said to be
in the A" class if there exist€ > 0 such that for all cube®

1 f
—— | fdw< Cf(x), for dwalmost allx € Q.
WQ) Jo ™
As before, the smalle€ for which the above inequality holds is denoted

by AT"(f).
Finally, we say thaf is in BMO(dw), if

1
fllamoaw 1= SU —f|f—f dw < oo,
oo = I Jo! '

where

1
fo = —— fd
Q w(Q)fQ W

is the average of on Q with respect talw. The symboldw in the notation
introduced above will be suppresseavi= 1.
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A quantitative form of the relation betwed&MO(dw) andAfljW IS given
by the following result (see [4]).

Theorem 2.1. Let w be a doubling weight, and < A‘1’W. Thenlog f €
BMO(dw) and

ll1og fllamoaw < 2 10gAT(f).

3. PROOF OF THE THEOREM

Note to begin with, that since € B, it is clear thatw € A with
Boo (W) = A(l""’(vrl). Consequently, by Theorem 2.1 we have

(1) Il logWilgmoaw < Clog A (w™?) = Clog B.(w).

To estimate the unweightéd8MO norm of logw, it is enough to choose, for
every cubeQ, a numbercg and estimate the quantity

; f
sup— logw — col.
Qp|Q| Q| g Ql

So, let
C ——1 f logwdw,
T wQ) Jo ’

and

1 IR m—
(2) IQ_IQIL“OQW Col 0l (W(Q)L“ng Colw dw].

Notice that theA?" condition forw™* implies that the Hardy-Littlewood

maximal function Q]
M2w(x) = su
dw ( ) er’PQ W(Q')

is in L1(Q; dw) and in fact
IMGW i gan < AW HIQl = Bo(WIQL.

So, by a well known result of Stein [6] (in the context of doubling weights),
wlis in theL log L(Q; dw) class, and moreover

3) IW L logLi@awy < CDZIME Wl 100w < CD2BL(W)IQ,

with C independent of).

On the other hand, since leg € BMO(dw), the John-Nirenberg in-
equality (again, in the doubling context), implies that ¥og cq is in the
expL (Q; dw/w(Q)) class and
4) 1ogW — Collexpr@aww(@) < C D3l 10gWllemodw)»

whereC is independent of).
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Applying the generalized élder inequality to (2) and then using (3), (4)

and (1) we obtain

S)Illogw CQ”expL(QdW/W(Q))( (Q)IIW ||L|ogL(de>)

< CD}Bu (W)l log Wilgmoraw
< CD{ B..(W) log B.,(w).
Therefore
) | logWlsmo < CD{B..(W) log B. ().

Now, we have to estimate the doubling constamivoh terms of itsB.,
constant. So, leQ c Q be a pair of concentric cubes wil@| = 2"|Q|. Put
2B..(W)
2B (w) — 1
and let{Q;}.Z N1 be a finite sequence of cubes such that

Q:QOCQlc"'CQNCQCQN+1,

A=

and
1Qjs1l = UQjl, j=0,1,...,N.

Then

nlog 2

- loga -
By the B,, condition we have
W(X) < Boo(W)Vngj+|1), a.e. onQj,1.
j+1

Integrating oveQ;.1 \ Q; we obtain

|Qj+l \ QJ

W(QJ+1 \ Q ) < B (W)W(Qj+l)
|Qj+l|

Equivalently,
Q) 2 (1~ BoW)(L~ 1/)W(Quur) = Q).

Therefore N
W(Q) < W(Qn+1) < 2YW(Q) < CE-Mw(Q).
We conclude that

(6) Dy < CB-W),
SinceB,.(W) < C,, (5) and (6) imply
(7) |l logWilgmo < Cn 109 Beo(W).
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To finish the proof of the theorem notice that by the John-Nirenberg in-
equality there exist > 0, C, > 0 such that if

O<Ax< L
lllogWilsmo
then
i [logw—(logw)ql
(8) d] erﬂ <C,
for all cubesQ. Note that (7) implies
_ G
|| logWl|gmo ’

provided thaC, has been chosen close enough to 1.
Now, for anyp > 1 + C,, log B,,(w), choosel with

l<a< ,andl+%<p.

n
lllogWilgmo
Then (8) implies

ei/l(logw)Qifei/llogw <C.
1Ql Jq B
Multiplying the + estimates we get

oo )=

and by Hblder’s inequality
1 1 D\

(|Q|fQW) (lQlfQW )SC’

1L ()
(|Q|fQW)(|Q|fQW )

This shows thaw € A, 1, and hencev € A,

which means

~IN

Cu.

IA
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