
ON UNIVERSALITY AND CONVERGENCE OF THE
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Abstract. We construct functions in the disc algebra with point-
wise universal Fourier series on sets which are Gδ and dense and
at the same time with Fourier series whose set of divergence is of
Hausdorff dimension zero. We also see that some classes of closed
sets of measure zero do not accept uniformly universal Fourier se-
ries, although all such sets accept divergent Fourier series.

1. Introduction and notation.

Let D = {z ∈ C | |z| < 1}, T = {z ∈ C | |z| = 1} = R/2π. We denote
by C(T) the set of complex continuous functions with the supremum
norm ∥ · ∥ and, for f ∈ C(T), by Sn(f, t) the n-th partial sum of the
Fourier series of f at the point t ∈ T,

Sn(f, t) =
n∑

k=−n

f̂(k)eikt,

where

f̂(k) =
1

2π

∫ π

−π

f(t)e−ikt dt, k ∈ Z,

is the k-th Fourier coefficient of f .

Also, let A(D) = {f ∈ C(T) | f̂(k) = 0 for k < 0} be the disc algebra
with the supremum norm.

If (X, d) is a complete metric space, a property is said to be satisfied
at quasi all points of X if it is satisfied at a Gδ and dense set, i.e. at a
topologically large set.

First we recall a few facts regarding the divergence of the partial
sums Sn(f, t) that the reader must have in mind.
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The first, from [4], is that quasi all f ∈ C(T) have the property that
their Fourier series diverge at quasi all points of T.

The second (see [3]) is the classical result that E ⊆ T is a set of
divergence for C(T), i.e. there is a continuous function whose Fourier
series diverges at all points of E, if and only if E is a set of infinite
divergence for C(T), i.e. there is a continuous function f such that
lim |Sn(f, t)| = +∞ for all t ∈ E. Moreover, every set of Lebesgue
measure zero is a set of divergence for C(T).

It is not hard to see that a set E ⊆ T may be Gδ and dense and
simultaneously of Lebesgue measure zero (see [9]). Of course, by Car-
leson’s theorem a set of divergence for C(T) has necessarily measure
zero.

The third fact, from [1], is that the set {t | lim |Sn(f, t)| = +∞} has
Hausdorff dimension equal to 1 for quasi all f ∈ C(T).

Recently, in [7] and [2], a different notion of divergence has been
studied. We present the definitions and the basic results of these pa-
pers.

Definition 1.1. Let E ⊆ T. We say that f ∈ C(T) is pointwise
universal on E if for every g : E → C belonging to the Baire-1 class
there exists a strictly increasing sequence of positive integers (kn) such
that Skn(f, t) → g(t) for all t ∈ E.
We denote the class of these functions by Up(E).

Definition 1.2. Let K ⊆ T be a compact set. We say that f ∈ C(T)
is uniformly universal on K if for every continuous g : K → C there
exists a strictly increasing sequence of positive integers (kn) such that
∥Skn(f, ·)− g∥K → 0, where ∥ · ∥K is the supremum norm on K.
We denote the class of these functions by U(K).

Of course the notions of pointwise universality and uniform univer-
sality coincide when the set E = K is finite. In this case we speak
about universality on E = K.

If we denote by K(T) the complete metric space of all nonempty
compact subsets of T with the Hausdorff metric then we know that
quasi all f ∈ C(T) and quasi all f ∈ A(D) are uniformly universal on
quasi all sets K ∈ K(T). (For C(T) see [7] and for A(D) see [2].) And
since quasi all sets in K(T) are perfect sets (see [6]) we know that there
are perfect K ⊆ T such that A(D) ∩ U(K) ̸= ∅.

Finally, we know that for each countable E ⊆ T quasi all f ∈ C(T)
and quasi all f ∈ A(D) are pointwise universal on E. (For C(T) see [7]
and for A(D) see [2].)

The proofs of the above results are not constructive. They use
Baire’s category theorem. Hence a first question which arises is to
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construct a uniformly or pointwise universal function. A second ques-
tion is what can we say about the convergence of the Fourier series
outside E of a function in Up(E). If for example f ∈ A(D) ∩ Up(E),
where E is a countable dense set in T, then the Fourier series of f
cannot converge at all points outside E, since E ⊆ G ⊆ D, where
G =

∩+∞
N=1

∪+∞
n=1{t |Sn(f, t) > N} and D = {t |Sn(f, t) diverges}, and

G is Gδ and dense and hence uncountable. Also, taking into account
that the pointwise universal functions are highly divergent, we may ask
whether it is possible that the above set D has Hausdorff dimension
less than 1. We deal with these questions in sections 2 and 3. More
precisely, we give a method to construct pointwise universal functions
in A(D) on finite and countably infinite sets. We also give a criterion
for convergence of the Fourier series outside the set of pointwise uni-
versality and we see that the above set D can even be of Hausdorff
dimension equal to 0. Of course, the above method can also be applied
for functions in C(T).

In section 4 we turn to the study of uniform universality (see defini-
tion 1.2). By Carleson’s theorem the perfect sets which accept uniform
universality must have Lebesgue measure zero. Of course the first class
of such perfect sets that comes to mind consists of the familiar Cantor
type sets. We prove that these sets do not accept uniform universality.
Moreover, we prove that the same is true for a class of compact count-
able sets. This is in contrast with the well known fact that all sets of
measure zero are sets of divergence for C(T).

Finally, we close this paper with some open problems.
In the following the symbol C will denote an absolute constant which

may change from one relation to the next.

2. Universality on finite K ⊆ T and convergence on T \K.

Let N > n. We consider the Fejer polynomials

QN,n(t) = 2 sinNt
n∑

k=1

sin kt

k
=

N+n∑
m=−(N+n)

Q̂N,n(m)eimt,

where

Q̂N,n(±m) =


1
2k
, m = N − k, k = 1, . . . , n

− 1
2k
, m = N + k, k = 1, . . . , n

0, otherwise

Obviously,

QN,n(0) = 0.
3



It is well known that the Fejer polynomials are uniformly bounded,
i.e.

∥QN,n∥ ≤ C.

Also,

SN(QN,n, 0) =
1

n
+ · · ·+ 1 ∼ log n

and the sequences of the Fourier coefficients of QN,n are of uniform
bounded variation, i.e.

N+n+1∑
m=−(N+n)

|Q̂N,n(m− 1)− Q̂N,n(m)| ≤ C.

Finally, we have the estimate

|Sk(QN,n, t)| ≤
C

|t|
for all k and t ̸= 0.

For all these properties see [3], Ch II, exercise 2.3.
Now, considering arbitrary c ∈ C and ϵ > 0 and setting

PN,n =
c

SN(QN,n, 0)
QN,n,

it follows easily that if N > n are large enough then

PN,n(0) = 0,

SN(PN,n, 0) = c,

∥PN,n∥ < ϵ,
N+n+1∑

m=−(N+n)

|P̂N,n(m− 1)− P̂N,n(m)| ≤ ϵ,

|Sk(PN,n, t)| ≤
ϵ

|t|
for all k and t ̸= 0.

Let {cj | j ∈ N} be a countable dense set in C and let ϵ, ϵj > 0 with

ϵ =
+∞∑
j=1

ϵj.

Now for each j we can choose arbitrarily large Nj > nj and polyno-
mials PNj ,nj

such that

(1) PNj ,nj
(0) = 0,

(2) SN(PNj ,nj
, 0) = cj,

(3) ∥PNj ,nj
∥ < ϵj,
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(4)

Nj+nj+1∑
m=−(Nj+nj)

|P̂Nj ,nj
(m− 1)− P̂Nj ,nj

(m)| ≤ ϵj.

(5) |Sk(PNj ,nj
, t)| ≤ ϵj

|t|
for all k and t ̸= 0.

We also choose the Nj > nj to satisfy the inequalities

(6) 2Nj + (Nj + nj) < 2Nj+1 − (Nj+1 + nj+1)

for all j and we set

Pj(t) = e2iNjtPNj ,nj
(t)

Bj = {Nj − nj, . . . , 3Nj + nj} ⊇ spectrum(Pj).
(7)

From (6) we have

(8) Bj ≺ Bj+1,

where ≺ means that the block Bj lies to the left of Bj+1, that is
maxBj < minBj+1.

Hence (3) implies that the series

+∞∑
j=1

Pj = g

converges uniformly to a function g ∈ C(T) such that

∥g∥ < ϵ.

Also, from (7) and (8) we get

ĝ(n) =

{
P̂j(n) = P̂Nj ,nj

(n− 2Nj), if n ∈ Bj, j ∈ N
0, otherwise

(9)

In particular ĝ(n) = 0 for n < 0 and thus g belongs to A(D).
Also, (1) and (2) imply

(10) S3Nj
(g, 0) = cj.

Consequently, g is universal on K = {0}.
Moreover, (4), (8) and (9) imply

+∞∑
n=0

|ĝ(n− 1)− ĝ(n)| < ϵ

i.e. the sequence (ĝ(n)) is of bounded variation. Hence the Fourier
series

∑+∞
n=0 ĝ(n)e

int converges for t ̸= 0 and uniformly in each closed
5



interval of T which does not contain 0. See [10], Ch I, Theorem (2.6).
Moreover, (5) implies

(11) |Sk(Pj, t)| ≤
ϵj
|t|

for all j, k and t ̸= 0.

From (7) and (8) and the uniform convergence of the series
∑+∞

j=1 Pj

we get

Sn(g, t) → g(t) as n → +∞ and n /∈
+∞∪
j=1

Bj.

The previous constructions can be extended for any finite number
of points t1, . . . , tm ∈ T. For simplicity we present the construction for
two points.

Let t1 ̸= t2 and {(aj, bj) | j ∈ N} be a countable dense set in C2. We
consider the functions

f1(t) = g1(t− t1) =
+∞∑
j=1

P
(1)
j (t), f2(t) = g2(t− t2) =

+∞∑
j=1

P
(2)
j (t),

where g1 is the function g constructed above with (aj) in place of (cj)
and g2 is the function g with (bj) in place of (cj). Note that the

polynomials P
(1)
j , P

(2)
j have their spectrum in Bj and satisfy (11) with

t− t1, t− t2 repsectively at the denominator of the right side.
Relation (10) becomes

S3Nj
(f1, t1) = aj, S3Nj

(f2, t2) = bj.

Note that, since Nj, nj in the previous constructions can be chosen
arbitrarily large, we may consider them to be the same for the functions
g1, g2.

Then

f1 ∈ A(D) ∩ U({t1}), f2 ∈ A(D) ∩ U({t2}).
Also Sn(f1, t) → f1(t) for t ̸= t1 and Sn(f2, t) → f2(t) for t ̸= t2 and

uniformly on every closed interval in T which does not contain t1, t2
and Sn(f1, t) → f1(t) and Sn(f2, t) → f2(t) for every t as n → +∞ and
n /∈

∪+∞
j=1 Bj.

Taking into account that the set {(aj+f2(t1), bj+f1(t2))} is dense in
C2 we get the following for the function f = f1+ f2 or, more generally,
for the function f = f1 + · · ·+ fm when K = {t1, . . . , tm}.

Theorem 2.1. Let K = {t1, . . . , tm} be a finite set in T. For every
ϵj > 0 with

∑+∞
j=1 ϵj < +∞ there are blocks Bj in N such that B1 ≺ B2 ≺

. . . and corresponding polynomials Pj with spectrum(Pj) ⊆ Bj and

∥Pj∥ < ϵj so that the function f =
∑+∞

j=1 Pj has spectrum(f) ⊆
∪+∞

j=1 Bj

6



and the following properties:
(i) f ∈ A(D) ∩ U(K),
(ii) ∥f∥ ≤ ϵ =

∑+∞
j=1 ϵj,

(iii) Sn(f, t) → f(t) for every t /∈ K and uniformly on every closed
interval in T which does not intersect K.
(iv) |Sk(Pj, t)| ≤ ϵj

∑m
l=1

1
|t−tl|

for all j, k and t ̸= t1, . . . , tm.

(v) Sn(f, t) → f(t) for every t as n → +∞ and n /∈
∪+∞

j=1 Bj.

We note that the minBj can be taken arbitrarily large.

3. Pointwise universality on countably infinite E ⊆ T and
convergence on T \ E.

Let E = {tl | l ∈ N} ⊆ T be a countably infinite set. We begin with
the construction of a function f ∈ A(D) ∩ Up(E).

Let Em = {t1, . . . , tm}. By Theorem 2.1 we have that for each ϵm,j >

0 with
∑+∞

j=1 ϵm,j < +∞ there are blocks Bm,j in N such that Bm,1 ≺
Bm,2 ≺ . . . and corresponding polynomials Pm,j with spectrum(Pm,j) ⊆
Bm,j and ∥Pm,j∥ < ϵm,j so that the function

fm =
+∞∑
j=1

Pm,j

belongs to f ∈ A(D) ∩ U(Em) and satisfies

(12) ∥fm∥ ≤ ϵm =
+∞∑
j=1

ϵm,j

and

(13) |Sk(Pm,j, t)| ≤ ϵm,j

m∑
l=1

1

|t− tl|
for all k, j and t ̸= t1, . . . , tm.

Since minBm,j can be taken arbitrarily large, we may take Bm,j in
the following diagonal order:

B1,1 ≺ B2,1 ≺ B1,2 ≺ B3,1 ≺ B2,2 ≺ B1,3 ≺ . . . .

We may also assume that

(14)
+∞∑
m=1

ϵm < +∞.

We set

f =
+∞∑
m=1

fm =
+∞∑
m=1

+∞∑
j=1

Pm,j.
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By (12), (14) it follows that f ∈ A(D). We now prove that f is
pointwise universal on E.

Theorem 3.1. Let f be the function constructed above.
(a) f ∈ A(D) ∩ Up(E).
(b) For each t ∈ T \ E satisfying the condition

(15) max
j

ϵm,j

m∑
l=1

1

|t− tl|
→ 0

we have

Sn(f, t) → f(t).

In particular, if mmaxj ϵm,j → 0 and the distance of t from E is posi-
tive, then Sn(f, t) → f(t).

Proof. (a) Let h : E → C be an arbitrary function.
We first choose m1 such that

+∞∑
m=m1+1

ϵm <
δ1
3
,

where δ1 = 1.
From the fact that the blocks Bm,j are mutually disjoint and from

Theorem 2.1, we get

Sn(fm, tl) → fm(tl) as n → +∞, n ∈
+∞∪
j=1

Bm1,j,

1 ≤ l ≤ m1, 1 ≤ m ≤ m1 − 1.

(16)

From (12) it follows that

+∞∑
m=m1+1

|Sn(fm, tl)| ≤
+∞∑

m=m1+1

+∞∑
j=1

ϵm,j <
δ1
3
,

1 ≤ l ≤ m1, n ∈
+∞∪
j=1

Bm1,j.

(17)

Also, from the universality of fm1 on Em1 = {t1, . . . , tm1} and from
(15) we get that there exists n1 ∈

∪+∞
j=1 Bm1,j so that

(18)
∣∣∣Sn1(fm1 , tl)−

(
h(tl)−

m1−1∑
m=1

fm(tl)
)∣∣∣ < δ1

3
, 1 ≤ l ≤ m1
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∣∣Sn1(fm, tl)− fm(tl)
∣∣ < δ1

3(m1 − 1)
,

1 ≤ l ≤ m1, 1 ≤ m ≤ m1 − 1.
(19)

Now we observe that the n1-th Fourier sum of f is a finite sum of
n1-th Fourier sums of the functions f1, f2, . . . , fm′

1
for some m′

1 ≥ m1.
Hence

Sn1(f, tl)− h(tl)

=
(
Sn1(f1, tl)− f1(tl)

)
+ · · ·+

(
Sn1(fm1−1, tl)− fm1−1(tl)

)
+
(
Sn1(fm1 , tl)−

(
h(tl)−

m1−1∑
m=1

fm(tl)
))

+ Sn1(fm1+1, tl) + · · ·+ Sn1(fm′
1
, tl).

Finally, from (17), (18), (19) we get

|Sn1(f, tl)− h(tl)| < δ1, 1 ≤ l ≤ m1.

Similarly, for δ2 =
1
2
there exists m2 > m1 such that

∑+∞
m=m2+1 ϵm <

δ2
3
and there exists n2 > n1, n2 ∈

∪+∞
j=1 Bm2,j such that

|Sn2(f, tl)− h(tl)| < δ2, 1 ≤ l ≤ m2.

Continuing in this manner, we construct strictly increasing sequences
of positive integers (mN), (nN) such that

|SnN
(f, tl)− h(tl)| < δN =

1

N
, 1 ≤ l ≤ mN .

This implies that

SnN
(f, t) → h(t), t ∈ E

and the proof of pointwise universality is complete.
(b) By our diagonal ordering of the blocks Bm,j every n ∈ N lies in
some diagonal Bk,1,Bk−1,2, . . . ,B1,k. I.e. maxB1,k−1 < n ≤ maxBk,1 or
maxBk−j+1,j < n ≤ maxBk−j,j+1 for some j = 1, 2, . . . , k − 1.

Hence by the definition of f we have

Sn(f, t) = P1,1(t) + P2,1(t) + P1,2(t) + · · ·
+ Pk,1(t) + Pk−1,2(t) + · · ·+ Pk−j+1,j(t) + Sn(Pk−j,j+1, t)

if n ∈ Bk−j,j+1. Note that the final term in the last sum is missing in
case maxBk−j+1,j ≤ n < minBk−j,j+1.

Similarly, if m > n then m lies in some diagonal Bp,1,Bp−1,2, . . . ,B1,p

with p ≥ k.
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Therefore,

|Sn(f, t)− Sm(f, t)| ≤ |Pk−j,j+1(t)− Sn(Pk−j,j+1, t)|
+
(
|Pk−j−1,j+2(t)|+ · · ·+ |Pp−q+1,q(t)|

)
+ |Sm(Pp−q,q+1, t)|

Now (13) implies

|Sm(Pp−q,q+1, t)| ≤ ϵp−q,q+1

p−q∑
l=1

1

|t− tl|

and, together with (12),

|Pk−j,j+1(t)− Sn(Pk−j,j+1, t)| ≤ ϵk−j,j+1 + ϵk−j,j+1

k−j∑
l=1

1

|t− tl|
.

Hence

|Sn(f, t)− Sm(f, t)| ≤ ϵk−j,j+1 + ϵk−j,j+1

k−j∑
l=1

1

|t− tl|
+ ϵk−j−1,j+2 + · · ·+ ϵp−q+1,q

+ ϵp−q,q+1

p−q∑
l=1

1

|t− tl|

If n,m → +∞ then k, p → +∞ and since the double series
∑

r,s ϵr,s
converges, we get ϵk−j,j+1 + ϵk−j−1,j+2 + · · ·+ ϵp−q+1,q → 0.

Regarding the term r = ϵk−j,j+1

∑k−j
l=1

1
|t−tl|

we have two cases. If

k − j is bounded then j + 1 → +∞ and thus r → 0. If k − j → +∞
then (15) implies r → 0. Similarly, ϵp−q,q+1

∑p−q
l=1

1
|t−tl|

→ 0.

We conclude that (Sn(f, t)) converges. The proof will be complete if
we show that Sn(f, t) → f(t) when n → +∞ and does not belong to
any of the blocks Bm,j. Indeed, in this case (v) of Theorem 2.1 implies

Sn(f, t) =
+∞∑
m=1

Sn(fm, t) →
+∞∑
m=1

fm(t) = f(t)

due to the uniform bound
∑+∞

m=1 |Sn(fm, t)| ≤
∑+∞

m=1 ϵm. □
As an application we get the following for the function f of Theorem

3.1.

Theorem 3.2. Let (δm) be a decreasing sequence of positive numbers
such that

∑+∞
m=1 δ

a
m < +∞ for all a > 0. Now, if maxj ϵm,j

∑m
l=1

1
δl
→ 0,

then we have Sn(f, t) → f(t) outside a set of Hausdorff dimension zero.
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Proof. We consider

Im = (tm − δm, tm + δm), D =
+∞∩
m=1

+∞∪
l=m

Il.

Since
∑+∞

m=1 δ
a
m < +∞ for all a > 0, the set D is of Hausdorff

dimension zero.
Now, if t is not in the countable set E neither in D, then it satisfies

(15). Indeed, let t /∈ E and t /∈
∪+∞

l=m0
Il for some m0. Then if m ≥ m0

we have

max
j

ϵm,j

m∑
l=1

1

|t− tl|
≤ max

j
ϵm,j

m0−1∑
l=1

1

|t− tl|
+max

j
ϵm,j

m∑
l=m0

1

|t− tl|
.

The first term of the right side obviously tends to 0 as m → +∞.
As for the second term we have

max
j

ϵm,j

m∑
l=m0

1

|t− tl|
≤ max

j
ϵm,j

m∑
l=m0

1

δl
≤ max

j
ϵm,j

m∑
l=1

1

δl

which by our hypothesis tends to 0 as m → +∞. □
Note that, if E is dense in T, the set of divergence of Sn(f, t) is nec-

essarily Gδ and dense and hence uncountable, although by the proper
choice of f it can be of Hausdorff dimension zero.

4. Subsets of T not accepting uniform universality.

Let K be a compact subset of T, K ̸= T. In Theorem 2.2 of [5] and
in [8] it was shown that H(D) ∩ U(K) is a dense-Gδ subset of H(D)
when the latter has the topology of uniform convergence on compacta.

We now prove a special case of Theorem 4.3 of [5] replacing the
condition appearing there with a much simpler one (number (20) in
what follows).

Proposition 4.1. (a) Let K be a compact proper subset of T and
t0 ∈ K with the following property:

for each infinite M ⊆ N there are a, b with 0 < a < b < 2π

and [a/m, b/m] ∩ (K − t0) ̸= ∅ for infinitely many m ∈ M.
(20)

If f ∈ H(D)∩U(K), then the Taylor series of f is not (C,1) summable
at t0.
(b) Now let K and t0 be as in (a) and moreover let K be symmetric
with respect to t0, i.e. 2t0 − t ∈ K for every t ∈ K.
If f ∈ L1(T)∩U(K), then the Fourier series of f is not (C,1) summable
at t0.

11



Proof. (a) We denote by
∑+∞

k=0 ckz
k the Taylor series of f and by

Sn(f, t) =
∑n

k=0 cke
ikt the partial sums on T and let us assume that

the Taylor series is (C,1) summable at t0.
Since f ∈ U(K), for every h ∈ C(K) there is a subsequence Snj

(f, t)
which converges to h uniformly on K. Property (20) implies that
there is a subsequence of (nj), which without loss of generality we
may assume equal to (nj), and corresponding θj ∈ K − t0 such that
a ≤ njθj ≤ b for all j.

Then Theorem (12.16) of [10], Vol I, Ch III implies

Snj
(f, t0 + θj)− (Snj

(f, t0)− s)einjθj → s,

where s is the (C,1) sum of the Taylor series of f at t0.
Taking a further subsequence of nj, we may assume that njθj → ϕ

for some ϕ ∈ [a, b]. Now the uniform convergence Snj
(f, t) → h(t) on

K implies

h(t0)− (h(t0)− s)eiϕ = s.

Choosing h(t0) ̸= s we arrive at a contradiction.

(b) The proof is the same as before. If Sn(f, t) =
∑n

k=−n f̂(k)e
ikt are

the partial sums of the Fourier series of f , we assume that their (C,1)
means at t0 converge to some s. We consider h ∈ C(K), the sequence
Snj

(f, t) converging to h uniformly on K and the corresponding θj so
that ±θj ∈ K − t0 and a ≤ njθj ≤ b for all j.

We now apply Theorem (12.9) of [10], Vol I, Ch III and get

1

2

(
Snj

(f, t0 + θj) + Snj
(f, t0 − θj)

)
− (Snj

(f, t0)− s) cosnjθj → s.

Exactly as before we get h(t0)− (h(t0)− s) cosϕ = s and we arrive at
a contradiction choosing h(t0) ̸= s. □

We note that property (20) can be stated with “left hand” intervals
[t0 − (b/m), t0 − (a/m)] and the result of Proposition 4.1(a) remains
unchanged.

Corollary 4.1. If K is a compact proper subset of T which satifies
property (20) for some t0 ∈ K then A(D) ∩ U(K) = ∅. If moreover K
is symmetric with respect to t0 then C(T) ∩ U(K) = ∅.
In particular the one third Cantor set C ⊆ [0, π] satisfies property (20)
for t0 = 0 ∈ C and hence A(D)∩U(C) = ∅. For the symmetric Cantor
set C∗ = C ∪ (−C) ⊆ [−π, π] we have that C(T) ∩ U(C∗) = ∅.

Proof. Since the Fourier series of any f ∈ A(D) is (C,1) summable at
every point of T, the first statement is obvious.
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Regarding the Cantor set C and t0 = 0 ∈ C we shall prove a stronger
version of property (20): if 0 < a < b < 2π and b

a
> 2, then [ a

n
, b
n
]∩K ̸=

∅ for every n ∈ N, n ≥ 3b.
We take N ∈ N so that 3N ≤ n

b
< 3N+1 and then ( b

n
)/( a

n
) > 2

implies that the interval ( a
n
, b
n
) contains at least one of the points 1

3N+1

and 2
3N+1 of C. □

In fact it is not very difficult to see that the one third Cantor set
satisfies property (20) for every t0 ∈ C.

The question whether C(T)∩U(C) = ∅ is true is only slightly more
complicated. The one third Cantor set C ⊆ [0, π] is not symmetric
with respect to 0 and in fact it is not symmetric with respect to any of
its points. Nevertheless C(T) ∩ U(C) = ∅ is true.

Proposition 4.2. Let K be a compact proper subset of T and t0 ∈ K
with the following property:

for each infinite M ⊆ N there are tm ∈ K for all m ∈ M
so that tm → t0 and there are a, b with 0 < a < b < 2π

and [a/m, b/m] ∩ (K − tm) ∩ (tm −K) ̸= ∅
for infinitely many m ∈ M.

(21)

If f ∈ L1(T) ∩ U(K), then the (C,1) means of the Fourier series of f
do not converge uniformly on K.

Proof. The proof is a variation of the proof of Proposition 4.1.

Let Sn(f, t) =
∑n

k=−n f̂(k)e
ikt be the partial sums of the Fourier se-

ries of f , and assume that their (C,1) means converge to some function
s uniformly on K. We consider an arbitrary h ∈ C(K) and a sequence
Snj

(f, t) converging to h uniformly on K.
Now there are tj ∈ K so that tj → t0 and (considering a subsequence)

corresponding θj so that tj ± θj ∈ K and a ≤ njθj ≤ b for all j.
We apply again Theorem (12.9) of [10], Vol I, Ch III and get

1

2

(
Snj

(f, t+ θj) + Snj
(f, t− θj)

)
− (Snj

(f, t)− s(t)) cosnjθj → s(t)

uniformly for t ∈ K. In fact here we apply the proof rather than the
statement of the above Theorem (12.9) of [10]. One should read the
small paragraph a few lines before the statement of Theorem (12.6):
“we also observe that if the terms of u0+u1+. . . depend on a parameter,
and if the hypotheses concerning this series are satisfied uniformly, the
conclusions also hold uniformly”. The relevant hypothesis in our case
is the uniform (C,1) summability of the Fourier series of f .
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Since tj → t0 and tj±θj → t0 and since we may assume that njθj → ϕ
for some ϕ ∈ [a, b], we finally get

h(t0)− (h(t0)− s)eiϕ = s

and, choosing h(t0) ̸= s, we arrive at a contradiction. □
Corollary 4.2. If K is a compact proper subset of T which satifies
property (21) for some t0 ∈ K then C(T) ∩ U(K) = ∅.
In particular the one third Cantor set C ⊆ [0, π] satisfies property (21)
for every t0 ∈ C and hence C(T) ∩ U(C) = ∅.

Proof. For the first statement we recall that if f ∈ C(T) then the (C,1)
means of the Fourier series of f converge to f uniformly on T.

The one third Cantor set satisfies property (21) in a slightly stronger
form: there are a, b with 0 < a < b < 2π so that for every t0 ∈ C there
are tn ∈ C for all n ∈ N with tn → t0 and [ a

n
, b
n
]∩(K−tn)∩(tn−K) ̸= ∅

for every n ∈ N.
In fact, take arbitrary a, b with 0 < a < b < 2π and b

a
> 3 and any

t0 ∈ C. For each N ∈ N we consider the interval IN of length 1
3N

which
appears at the N -th step of the construction of C and which contains
t0. If IN,− and IN,+ are the left and right subintervals of IN of length

1
3N+1 , then t0 belongs to one of them (and this is IN+1). If t0 ∈ IN,−
then we define tn to be the right endpoint of IN,− for every n with
3Nb ≤ n < 3N+1b. If t0 ∈ IN,+ then we define tn to be the left endpoint
of IN,+ for every n with 3Nb ≤ n < 3N+1b. In the case t0 ∈ IN,−
the three points tn and tn ± 1

3N+1 belong to C and 1
3N+1 ∈ ( a

n
, b
n
) since

3N+1a < 3Nb ≤ n < 3N+1b. The case t0 ∈ IN,+ is similar. □
It is not hard to construct countably infinite sets satistfying (20).

Take for example K = {0} ∪ { 1
n
|n ∈ N}. Hence,

Corollary 4.3. There are countably infinite compact K ⊆ T such that
A(D) ∩ U(K) = ∅.

We close with the following open problems.
I. Construct a perfect set K and a function f ∈ A(D) ∩ U(K).
II. Study pointwise universality on uncountable sets E with Lebesgue

measure zero for functions in C(T) or A(D).
Of course the functions g in Definition 1.1 of pointwise universality
must belong to the first class of Baire.

III. Is it true that, if E has positive Hausdorff dimension, then E
does not accept universality?

Acknowledgement. We would like to thank the referee for valu-
able comments which cleared certain subtle points of the proofs and
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helped us improve the presentation of this paper. Proposition 4.1 in
our original paper contained nothing about sets K symmetric with re-
spect to t0 and hence our original Corollary 4.1 considered only the
result A(D) ∩ U(C) = ∅. The referee asked whether we could prove
that C(T) ∩ U(C) = ∅ and this prompted us to work first with sym-
metric sets K and get that C(T)∩U(C∗) = ∅. After a while we proved
the stronger C(T) ∩ U(C) = ∅. We include the weaker result since it
shows that we do not need extra hypotheses (i.e. the uniform (C,1)
summability) in the presence of the symmetry of the set K.
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